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Abstract  Accurate meteorological predictions in the Arctic are important in response to the rapid climate change and 

insufficient meteorological observations in the Arctic. In this study, we adopted a high-resolution Weather Research and 

Forecasting (WRF) model to simulate the meteorology at two Arctic stations (Barrow and Summit) in April 2019. Simulation 

results were also evaluated by using surface measurements and statistical parameters. In addition, weather charts during the 

studied time period were also used to assess the model performance. The results demonstrate that the WRF model is able to 

accurately capture the meteorological parameters for the two Arctic stations and the weather systems such as cyclones and 

anticyclones in the Arctic. Moreover, we found the model performance in predicting the surface pressure the best while the 

performance in predicting the wind the worst among these meteorological predictions. However, the wind predictions at these 

Arctic stations were found to be more accurate than those at urban stations in mid-latitude regions, due to the differences in land 

features and anthropogentic heat sources between these regions. In addition, a comparison of the simulation results showed that 

the prediction of meteorological conditions at Summit is superior to that at Barrow. Possible reasons for the deviations in 

temperature predictions between these two Arctic stations are uncertainties in the treatments of the sea ice and the cloud in the 

model. With respect to the wind, the deviations may source from the overestimation of the wind over the sea and at coastal 

stations. 
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1  Introduction 

The Arctic is the northernmost region of the earth and 
is centered on the North Pole (Ingold et al., 2022). 
Scientists defined the Arctic as a region within a line of 
latitude around the Earth, about 66.5°N, known as the 
Arctic Circle. Regions within the Arctic Circle include the 
Arctic Ocean basin and some northern parts of Greenland, 
Scandinavia, Russia, Canada, and the US. The climate of 
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Arctic regions varies greatly, depending on their latitude, 
proximity of the sea, elevation and topography, but, even so, 
they all share certain “polar” characteristics. As we know, 
the Arctic is cold all year round and is largely covered by 
water. Most of the water covering the Arctic is frozen 
throughout the year, which includes sea ice floating in the 
sea, land ice (i.e., glaciers and ice sheets), icebergs, snow 
and permafrost. And due to the extreme solar radiation 
experienced in the high latitudes, the Arctic has at least one 
24-hour period in each winter when the sun does not rise 
and the sea is largely frozen. Similarly, there is at least one 
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24-hour period in each summer when the sun does not set 
and the sea ice margins of the Arctic Ocean melt. The 
length of the continuous day or night increases northward, 
from 1 d at the Arctic Circle to 6 months at the North Pole. 

The climate of the Arctic region has undergone a 
significant alteration in recent decades. A report titled 
“Arctic Climate Change Update 2021: Key Trends and 
Impact” was published by the Arctic Monitoring and 
Assessment Program (AMAP) of the Arctic Council in May 
2021 (AMAP, 2021). According to this report, the 
near-surface Arctic temperature has increased by 3.1 ℃ 
over the past 49 years (1971–2019), which is roughly three 
times the global average. This significant temperature 
increase in the Arctic has had a substantial impact on the 
region’s precipitation, sea ice, land ice, permafrost, 
snowpack, and glacier melting. Additionally, the frequency 
of localized extreme events (e.g., extreme cyclones, high 
heat, excessive melt, rapid ice loss, and extreme wind) in 
the Arctic is rising. According to previous studies (Holland 
et al., 2006; Bhatt et al., 2014), the Arctic Ocean will be 
completely ice-free for the first time in September 2040. 
Furthermore, they speculated that by 2050, there may be no 
summer sea ice in the Arctic.  

Climate change in the Arctic has a tremendous impact 
on not only the ecosystems but also the human lives and the 
transportation in this region. Additionally, there is a direct 
connection between severe weathers in mid-latitudes and 
the climate change in the Arctic. Consequently, it is crucial 
to accurately capture the meteorological changes in the 
Arctic. However, compared to the mid- and low-latitudes, 
the Arctic has fewer automatic weather stations due to the 
harsher environmental conditions. Additionally, the 
COVID-19 outbreak also affected recent Arctic 
observations, causing gaps in the 2020–2021 measurements. 
As a result, numerous Arctic research programs and 
initiatives have been delayed due to the lack of 
meteorological observations (AMAP, 2021). Thus, 
meteorological simulations are considered to be crucial 
complements to meteorological observations in the Arctic.  

Previous scholars have made many efforts and 
advancements in simulating Arctic meteorological 
conditions. Bromwich et al. (2001), for example, employed 
Polar MM5 for mesoscale simulations of kabatatic winds 
across Greenland in the Arctic. Polar MM5 can simulate 
both large-scale and low-level atmospheric phenomena over 
the Greenland Ice Sheet, according to the simulation results. 
Cassano et al. (2001) also employed Polar MM5 to 
successfully predict the Greenland atmospheric circulation 
over a 48-hour period in all seasons. Afterwards, WRF has 
gradually been used as a replacement for the Polar MM5. 
Since its first release, the WRF model performance in polar 
applications has been assessed by the polar atmospheric 
modeling community (Cassano et al., 2011). For example, 
researches such as that conducted by Hines and Bromwich 
(2008) and Bromwich et al. (2009) indicated that WRF has 
equivalent or greater skills in simulating the atmospheric 

situations over Greenland and the Arctic Ocean compared to 
Polar MM5. Besides, Dong et al. (2018) used the WRF 
model to investigate surface wind characteristics in 
high-latitude regions, and the model was found to perform 
well in reproducing high-latitude strong winds when the 
roughness length was carefully given while taking 
vegetation type into account. 

However, simulations of meteorological conditions in 
the Arctic are still insufficient. At present, numerical studies 
of meteorological parameters have mostly been conducted 
for mid and low latitude regions (Tse et al., 2014). Also, 
relevant studies in the Arctic were mostly carried out in 
coarse spatial resolutions. Besides, they usually focused on 
a single station or area. In contrast, to tackle deficiencies for 
meteorological predictions, a high horizontal spatial 
resolution in numerical models should be used and 
simulated results should be validated by using measure- 
ments from multiple stations. Therefore, in this study, we 
used a recent version of WRF and set a high grid resolution 
(3 km) to numerically simulate the meteoro-logical 
conditions at two Arctic stations (BRW and SUM) and the 
surroundings in April 2019. And the results showed that the 
three-dimensional high-resolution numerical model is 
capable of reproducing the observed meteorological 
features, exhibiting high correlation coefficients and small 
deviations. 

In Section 2 of this paper, we show the studied area 
and data sources, describe the configurations of WRF model 
and statistical parameters, and introduce the methods to 
analyze synoptic patterns. In Section 3, we evaluate WRF 
model performance in simulating meteorological parameters 
and weather systems in the Arctic. Additionally, we also 
compare the results between the two stations investigated in 
this study and identify possible causes of deviations in the 
simulation results. At last, in Section 4, we list the key 
conclusions and suggestions for further research. 

2  Methodologies 

2.1  Monitoring stations and observational data 

In this study, we chose two monitoring stations, 
Barrow Atmospheric Baseline Observatory (BRW) and 
Summit Atmospheric Baseline Observatory (SUM) to 
investigate (Figure 1). 

The BRW station (71.3230°N, 156.6114°W, 8 m above 
sea level), built in 1973, is located on the northmost point of 
the US. It is located about 8 km northeast of the village of 
Utqiaġvik (formerly known as Barrow), Alaska. And it has 
a predominant east-northeast wind off the Beaufort Sea. At 
BRW, routine examination and maintenance of instruments 
are performed at least 5 d for a week. Although the 
measurements at BRW are conducted over open tundra, the 
Arctic Ocean is located less than 3 km to the northwest of 
the station, and there are numerous lakes and large lagoons 
nearby. As a result, BRW is appropriately described as 
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having an Arctic maritime climate that is influenced by 
changes in weather and sea ice conditions in the Central 
Arctic. 

 
Figure 1  The geographical locations of two stations (i.e., BRW 
and SUM) investigated in this study. 

In contrast, the SUM station (72.6°N, 38.4167°W, 
more than 3200 m above sea level) is located on the center 
of the Greenland Ice Sheet (Showstack, 2011). The SUM 
station on the summit of the Greenland Ice Sheet was 
jointly established by the US National Science Foundation 
(NSF) and National Oceanic and Atmospheric Administration 
(NOAA) with the permission of the Danish Commission for 
Scientific Research in Greenland to provide year-round, 
long-term measurements for monitoring and investigating 
the Arctic environment. The SUM station is equipped with 
surface ozone monitoring instrumentation, a basic meteorology 
system, aerosol instrumentation, and greenhouse and 
halocarbon gas flask sampling capabilities. And it is in 
partnership with the NSF to best meet NOAA’s mission and 
the nation’s scientific needs. The topography in SUM is flat 
and uniform, with mostly gently downward sloping terrain 
surrounding this station (Helmig et al., 2007). 

The BRW and SUM meteorological measurements 
were taken from Earth System Research Laboratory (ESRL) 
/Global Monitoring Division (GMD) Baseline Observatories 
website of NOAA (https://gml.noaa.gov/aftp/data/meteorology/ 
insitu/), which are freely provided to the public and the 
scientific community. The data used in this study include 
surface pressure, temperature at 2 m, wind speed and wind 
direction at 10 m, with a time resolution of 1 h from 1 April 
to 1 May, 2019 (UTC). 

2.2  WRF model configurations 

In this study, we adopted the WRF model (Skamarock 

et al., 2019), a three-dimensional atmospheric modeling 
system, to capture the change of meteorological parameters 
in the Arctic. The WRF model was developed through a 
partnership of the National Center for Atmospheric 
Research (NCAR), NOAA (represented by the National 
Centers for Environmental Prediction (NCEP) and NOAA 
ESRL), the US Air Force, the Naval Research Laboratory, 
University of Oklahoma, and the Federal Aviation 
Administration. In this study, we used WRF version 4.2.2, 
with an Advanced Research WRF (ARW) dynamical solver. 
The ARW solver is a flexible, state-of-the-art atmospheric 
simulation system that is portable and efficient on available 
parallel computing platforms. 

The WRF model was set to run for the entire April of 
2019 for two stations (i.e., BRW and SUM). In the Arctic 
region, many special atmospheric phenomena such as the 
stratospheric ozone holes (Manney et al., 2011; Alwarda et 
al., 2021) and the tropospheric ozone depletion events 
(Herrmann et al., 2021; Cao et al., 2023) occur in the 
springtime. During these phenomena, meteorological 
conditions are extremely important for the occurrence and 
termination of these events. Moreover, daily variations of 
surface meteorological parameters are more significant in 
the Arctic spring. In addition, our available computational 
resources can only support one-month simulations due to 
limitations. Thus, April 2019 was chosen as the 
representative month for evaluating the WRF performance 
in this study. The polar stereo-graphic projection was used. 
The model ran continuously 30 d in total with the first 2 d 
taken as a spin-up time. Two nested areas (d01 and d02) 
were used for the simulations of BRW and SUM (Figure 2). 
In these two nested areas, 367 east-west and 321 north- 
south grid cells were distributed in d01, covering a 3294 × 
3880 km2 area. The d02 has 370 east-west and 322 north- 
south grid cells covering a 1107 × 963 km2 area. Along the 
vertical direction, 35 layers were set from the ground to the 
top pressure of 50 hPa, and time step is 45 s in d01 and 15 s 
in d02. The Final Operational Global Analysis (FNL) 
dataset (NCEP et al., 2000) ranging from 1 April to 1 May, 
2019 (UTC), with 1° × 1° grid resolution every 6 h, was 
used as the initial and boundary conditions of the WRF 
model. The model inputs of static geographical data, 
including terrain altitude, land use, land cover, soil type, 
albedo and leaf area index, were adopted from the Moderate 
Resolution Imaging Spectroradiometer (MODIS) data 
(Friedl et al., 2002, 2010), with a horizontal grid resolution 
of approximately 1 km. Among these parameters, the 
land use and the soil type were classified into 21 and 
16 categories, respectively. Aside from that, the model 
inputs of soil temperature, soil moisture, snow temperature, 
snow depth and sea ice information were obtained via the 
FNL dataset (NCEP et al., 2000), with a spatial resolution 
of 1° × 1°. 

Table 1 lists the WRF configurations and parameterization 
schemes used in each simulation. Thompson scheme 
(Thompson et al., 2008) was used as the micro-physical scheme,  
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Figure 2  Computational areas for BRW (a) and SUM (b) simulations. The red points represent the locations of these two stations. 

Table 1  Physical parameterization schemes and configurations 
used in WRF simulations 

Subjects Options References 

Microphysical Thompson Thompson et al. (2008) 

Cumulus convection Modifed Tiedtke 
Tiedtke (1989); Zhang et 

al. (2011) 

Shortwave radiation RRTMG Iacono et al. (2008) 

Longwave radiation RRTMG Iacono et al. (2008) 

Planetary boundary 
layer  

Mellor-Yamada-Janić TKE 
Mellor and Yamada 

(1982) 

Land-surface model Noah Niu et al. (2011) 

Surface-layer model Monin-Obukhov (Janjić Eta) Janjić (1994) 

Driving data 6 h, 1° × 1° FNL data  

d01: 9 × 9 km  Horizontal grid 
resolution d02: 3 × 3 km  

d01: 367 × 321  Horizontal grid 
number d02: 370 × 322  

d01: 3 h  
Output interval 

d02: 1 h  

Vertical discretization 35 layers  

Pressure at top 
boundary 

50 hPa  

d01: 45 s  
Time step 

d02: 15 s  

Simulated time range 
2019-04-01 00:00:00– 

2019-05-01 00:00:00 (UTC) 
 
 

Spin up time 2 d   

Studied time range 
2019-04-03 00:00:00– 

2019-05-01 00:00:00 (UTC) 
 

Projection  Polar stereo-graphic projection   

 

and Mellor-Yamada-Janjić (MYJ) scheme (Mellor and 
Yamada, 1982) was used as the planetary boundary layer 
scheme. RRTMG, which refers to the Rapid Radiative 
Transfer Model for GCMs (global circulation models) 
(Iacono et al., 2008), was used as the shortwave and 

longwave radiation schemes, and Modifed Tiedtke scheme 
(Tiedtke, 1989; Zhang et al., 2011) was used as the cumulus 
convection scheme. Besides, Noah scheme (Niu et al., 2011) 
was used as the land-surface model, and Monin-Obukhov 
(Janjić Eta) scheme (Janjić, 1994) was used as the 
surface-layer model. In previous model studies (Wilson et 
al., 2011, 2012) investigating the surface and upper air 
features and the atmospheric hydrologic cycle over the 
Arctic, it has been proved that the Noah scheme and the 
Monin-Obukhov (Janjić Eta) scheme can accurately 
estimate the exchange of heat, momentum and moisture 
between the land surface and the atmosphere in the Arctic. 

2.3  Statistical parameters for evaluating the model 
performance 

In this study, we used five statistical parameters to 
evaluate the model performance, namely Pearson 
correlation coefficient (R), index of agreement (IOA), root 
mean square error (RMSE), mean bias (MB) and mean 
absolute gross error (MAGE) (Zhang et al., 2012; Emery et 
al., 2017). These statistical metrics were used to 
quantitatively estimate the consistency between the 
measurements of meteorological parameters and the 
simulation results for BRW and SUM. Among these 
statistical parameters, Pearson correlation coefficient (R) is 
a linear correlation coefficient and is one of the most 
commonly used coefficients. It is defined as:   
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(1) 

in which iO  is the observed value at the ith time point, iS  

is the corresponding simulated value, iO  is the average of 

all hourly observed values, iS  is the average of all hourly 
simulated values, and N is the total number of time points. 
This coefficient can reflect the degree of linear correlation 
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between simulations and measurements. The value range is 
from −1 to 1, with large absolute values indicating strong 
correlations. 

The IOA is calculated as follows: 
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IOA can also reflect the agreement between simulated and 
observed values. Different from R, IOA not only depicts the 
consistency in the trend but also reflects the deviation 
between observations and simulations. The value of IOA is 
between 0 and 1, when a value of 1 indicates a perfect 
correlation. 

RMSE is defined as shown in Equation (3): 
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RMSE is the square root of the ratio of the square of the 
difference between the simulated and observed values to the 
observation times N. It can be used to indicate the degree of 
fitting between simulations and observations, so as to 
measure the bias between simulations and observations. 
RMSE is sensitive to large or small errors in simulations, so 
RMSE can reflect the precision of simulations. Thus, 
RMSE equal to zero is associated with the best quality of 
simulations. 

The calculation of MB is as follows:  
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MB is used to evaluate the data tendency and measure the 
bias between modelled values and observed values. A 
positive (negative) bias means the simulations overestimate 
(underestimate) the measured values. 

MAGE shown in Equation (5), represents an average 
value of the absolute error between measurements and 
simulations: 

MAGE
1

1
.

N

i i
i

I S O
N 

 
          

(5) 

2.4  Surface weather charts 

Surface weather charts were used to find important 
weather systems with different scales, such as high/low 
pressure systems, troughs, ridges and fronts. Moreover, 
important weather systems showed in the weather charts 
were also compared with simulations to verify the model 
predictions. 

The surface weather charts are provided by the 
Weather Prediction Center (WPC). WPC is one of nine 
centers of the NCEP and archives a selection of US and 
North American surface weather charts. These charts can 
depict the synoptic and sub-synoptic/mesoscale weather 
patterns including highs, lows, fronts, troughs, outflow 
boundaries, squall lines, and drylines. Available weather 
charts start from the year 2005 to present, and the time 

resolution is 3 h. The area included in these charts covers 
most of North America, the western Atlantic and eastern 
Pacific oceans, and the Gulf of Mexico. The BRW and SUM 
stations are also included in this area. In this study, we 
adopted the surface weather charts from 00:00 on 3 April to 
21:00 on 30 April, 2019 (UTC) to analyze (Table 1). 

3  Results and discussions 

In this section, we quantitatively evaluate the model 
performance in capturing meteorological parameters at the 
BRW and SUM stations and analyze the changes in 
synoptic patterns in the focused regions during April 2019. 
Furthermore, we investigate possible reasons for deviations 
between simulations and observations. 

3.1  Evaluation of one-month meteorological 
simulations at BRW and SUM 

We first assessed the WRF model performance in 
simulating surface pressure, 2 m temperature, and 
horizontal components of wind speed at 10 m at the BRW 
and SUM stations from 00:00 on 3 April to 00:00 on 1 May, 
2019 (UTC). 

3.1.1  WRF results for surface pressure 

Figure 3 provides a comparison of surface pressure (P) 
between simulated and observed values at BRW and SUM 
during the studied period. It can be seen in Figure 3a that 
during the analyzed time period, the surface pressure at 
BRW peaked at 00:00 on 3 April (UTC). After that, there 
was a sharp decrease for several days. Until 8 April, 2019, 
the surface pressure dropped by about 30 hPa. The surface 
pressure subsequently fluctuated over the rest of April, 
which may be related to the weather activities nearby. It is 
also seen in Figure 3a that the simulations of surface 
pressure by the WRF model are in good agreement with the 
observations, both in peak and trough values. Furthermore, 
Figure 3b shows that the largest difference between the 
simulated and observed values at the BRW station is less 
than 6 hPa, exhibiting small model deviations. The 
assessment parameters associated with the surface pressure 
at the BRW station listed in Table 2 also indicate that the 
simulations of surface pressure are credible during the 
studied period. 

Likewise, as for SUM, it is shown in Figure 3c that the 
surface pressure rose continuously from 3 to 8 April, then 
fell gradually from 8 to 18 April. After that, the surface 
pressure remained relatively stable for the next few days, 
then began to increase on 24 April until reaching a 
maximum on 30 April. As shown in Figure 3c, the 
simulations of surface pressure at SUM are similar to 
observations, with high R (0.99) and IOA (0.99). It is also 
presented in Figure 3d that most of the deviations are within 
±2.5 hPa. The high accuracy in surface pressure simulations 
at SUM is also reflected by the small RMSE (1.65 hPa), 
MB (−1.13 hPa) and MAGE (1.34 hPa) (Table 2). 
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Figure 3  Time series of surface pressure obtained from simulations and observations for BRW (a) and SUM (c). Differences between 
simulations and observations are also presented in (b) and (d). 

Table 2  Statistical assessments of the meteorological 
simulations at both stations 

Station name Parameter R IOA RMSE MB MAGE 

P 0.95 0.97 2.57 hPa 0.51 hPa 2.08 hPa

T 0.79 0.88 3.75 ℃ −1.14℃ 2.95 ℃ 

U 0.78 0.88 2.28 m·s–1 0.51 m·s–1 1.63 m·s–1
BRW 

V 0.74 0.83 2.68 m·s–1 1.24 m·s–1 2.16 m·s–1

P 0.99 0.99 1.65 hPa −1.13 hPa 1.34 hPa

T 0.86 0.92 4.12 ℃ 1.07 ℃ 3.25 ℃ 

U 0.88 0.92 2.09 m·s–1 1.01 m·s–1 1.66 m·s–1
SUM 

V 0.79 0.86 2.38 m·s–1 1.14 m·s–1 1.80 m·s–1

 
In general, the WRF model, at both stations, accurately 

captured the changes of surface pressure during the 
analyzed period. However, from the comparison of five 
statistical parameters between these two stations (Table 2), 
not only R and IOA at SUM are greater than those at BRW, 
but also the deviations at SUM are less than those at BRW. 
Thus, the simulation of surface pressure at the SUM station 
is overall better than that at BRW. 

3.1.2  WRF results for 2 m temperature 

In Figure 4, it presents a comparison of 2 m 

temperature (T) between simulations and observations at 
two stations. It can be seen in Figure 4a that the observed  
2 m temperature at BRW ranges from −27.1  to 2.8  in ℃ ℃
April, and it increases slowly as time goes by. The 
temperature at BRW has a relatively small diurnal variation 
due to the coastal marine environment of this station.  
Figure 4a shows that the simulations of 2 m temperature at 
BRW are similar to observations. The five statistical 
parameters (i.e., R, IOA, RMSE, MB and MAGE) are 0.79, 
0.88, 3.75 , ℃ −1.14  and 2.95 , respectively (Table 2), ℃ ℃
indicating the simulated 2 m temperature at BRW consistent 
with the observations. It also shows in Figure 4b that the 
deviations in 2 m temperature at BRW are smaller than 
10  in most of April. However, the diurnal variation of  ℃
2 m temperature in simulations was found to be greater than 
that in observations. Moreover, most of the simulated 
values are lower than observed values during the studied 
period, especially from 14 to 20 April. Thus, there is an 
overall negative bias in model simulations at BRW (MB = 
−1.14 ).℃  

Figure 4c displays the time series of temperature at 
2 m obtained from simulations and observation at SUM in 
April. The 2 m observed temperature at SUM ranges from 
−44.9  to ℃ −9.4 , with wide fluctuations in the diurnal ℃
variation. At SUM, the simulated 2 m temperature exhibits 
a strong correlation with the measurements (R = 0.86, IOA  
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Figure 4  A comparison between simulations and observations for 2 m temperature at BRW (a) and SUM (c). Differences between 
simulations and observations are also presented in (b) and (d). 

= 0.92). The 2 m temperature difference at SUM is also less 
than 10  in most of time (Figure 4d). In addition, the ℃
simulated 2 m temperature at SUM has a low RMSE of 
4.12  and MAGE of 3.25  (Table 2). Thus, the WRF ℃ ℃
model is able to reproduce the behavior of 2 m temperature 
at SUM, although the simulations slightly overestimated the 
observations (MB = 1.07 ).℃  

From the comparison of Figure 4a and Figure 4c, it can 
been seen that the 2 m temperature at SUM is mostly lower 
than that at BRW during April, due to the high altitude of 
SUM (more than 3000 m). Diurnal variation of temperature 
at SUM was also found to be stronger than that at BRW. It 
is because the BRW station is a coastal station, so that its 
atmosphere contains abundant water vapor and sea salt 
aerosols originated from the sea. The water vapor and 
aerosols in the atmosphere will absorb the longwave 
radiation emitted from the surface at night, which plays a 
role in thermal insulation, thus increasing the daily 
minimum temperature (Sokolowsky et al., 2020). 
Furthermore, the large amount of water vapor and aerosols 
in the atmosphere of BRW would facilitate the formation of 
clouds, which may reduce the solar radiation reaching the 
ground surface during the daytime, leading to a lower daily 
maximum temperature, and also increase the minimum 
daily temperature by enhancing downward longwave 
radiation during the nighttime (Pyrgou et al., 2019). 

Therefore, the diurnal variation of temperature at BRW is 
small. In contrast, SUM is a high-altitude land station with 
thin air and low water vapor concentrations. As a result, the 
total solar radiation reaching the ground surface is strong 
during the daytime, which heats up the surface quickly. 
Moreover, the ground surface cools down rapidly at night 
because the longwave radiation released by the surface can 
penetrate the thin dry air more easily. Thus, SUM has a 
relatively strong diurnal temperature variation.  

From assessment parameters of these two stations, it 
was found that the 2 m temperature simulations at SUM are 
in better agreement compared with those at BRW. The 
major deviation in BRW temperature simulation was 
sourced from the temperature underestimation during 14–21 
April. We found that during this time period, a 
high-pressure center was situated to the northeast of the 
BRW station on 14 April (see H1 in Figure S1a). Then, 
between 14 and 16 April, another anticyclone (H2 in Figure 
S1b) also started to form in the Arctic Ocean, and moved 
towards the BRW station. This intense anticyclone stayed in 
the Beaufort Sea to the northwest of BRW until 21 April 
(see Figures S1c and S1d). As a result, under the influence 
of anticyclones H1 and H2, the BRW station was dominated 
by northerly winds that carried marine air originated from 
the Beaufort Sea during 14–21 April. 

In previous studies using different models 
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(Lucas-Picher et al., 2012; Zhang et al., 2022), an 
underestimation of temperature at coastal stations in the 
Arctic was also reported. It was suggested that in present 
models, constant values are mostly adopted for sea ice 
parameters so that the changes in sea ice cannot be 
accurately represented (Hines et al., 2015; Zhang et al., 
2022), leading to the uncertainty in temperature simulations 
at coastal stations. Besides, the spatial resolution of our 
sea-ice data (1° × 1°) is still low compared to the grid 
resolution of the WRF model (3 km × 3 km), which might 
be another a reason contributing to the deviations.  

In addition, the WRF model currently provides a 
variety of cumulus parameterization schemes, and the 
simulation effects of choosing different parameter- 
zation schemes vary significantly for different regions and 
atmospheric phenomena. Therefore, another possible reason 
is that the cloud is not adequately considered in the present 
model, so that the interaction between the cloud and the 
radiation is not precisely parameterized (Bromwich et al., 
2013; King et al., 2015). Zhang et al. (2011) used the WRF 
model coupled with the modified Tiedtke scheme to 
simulate the marine boundary layer clouds, but found 
discrepancies between simulations and observations. Thus, 
the modified Tiedtke scheme adopted in this study can also 
cause the deviations in cloud simulations for the BRW 
station, resulting in the temperature biases. Besides, the 
uncertainty in estimating the radiation may also cause the 
deviation in temperature simulations at these Arctic stations. 

To sum up, the simulation results for 2 m temperature 
are credible at both stations, but the results at SUM are 
superior to those at BRW due to the uncertainties in the 
treatments of the sea ice and the cloud in the model. 

3.1.3  WRF results for zonal and meridional winds 

The WRF model also simulated the 10 m wind at both 
stations. In this study, the zonal wind (U) is represented by 
U-wind, and a value greater than zero indicates a westerly 
wind. Similarly, the meridional wind (V) is represented by 
V-wind, and a value greater than zero indicates a southerly 
wind. Observations of 10 m wind were also decomposed 
into zonal and meridional winds for comparison. A 
comparison between the simulated and observed winds at 
BRW is presented in Figures 5a and 5c. It is displayed that 
U-wind and V-wind at BRW are mostly negative during 
April, indicating a predominant northeasterly wind at the 
BRW station. Zonal and meridional wind speeds are from 
−11.86 to 4.03 m·s–1 and from −10.01 to 6.63 m·s–1. 
Differences between simulations and observations of zonal 
and meridional winds are less than 5 m·s–1 in most of time 
(Figures 5b and 5d). R, IOA, RMSE, MB and MAGE are 
0.78, 0.88, 2.28 m·s–1, 0.51 m·s–1 and 1.63 m·s–1 for U-wind 
at BRW and 0.74, 0.83, 2.68 m·s–1, 1.24 m·s–1 and     
2.16 m·s–1 for V-wind at BRW (Table 2). According to these 
statistical parameters, winds at BRW are predicted well with 
high correlations and small deviations. 

Figures 5e and 5g present a comparison between 
simulated and observed winds at SUM. The prevailing wind 
at SUM is mainly southeastern and the wind speed is within 
15 m·s–1. It is seen from Figures 5f and 5h that differences 
between simulations and observations are within 5 m·s–1 in 
most of time. In addition, the five statistical metrics (i.e., R, 
IOA, RMSE, MB and MAGE) of U-wind are 0.88, 0.92, 
2.09 m·s–1, 1.01 m·s–1 and 1.66 m·s–1 at SUM, respectively. 
And these assessment parameters of V-wind are 0.79, 0.86, 
2.38 m·s–1, 1.14 m·s–1 and 1.80 m·s–1, respectively (Table 2). 
It shows that the changes in wind at SUM can also be 
accurately captured. 

Based on the statistical parameters of these 
meteorological variables shown in Table 2, we found the 
model performance in predicting the V-wind the worst at 
both stations, which deteriorates the predictions of the 10 m 
wind. As a result, our model shows comparatively less skills 
in simulating the 10 m wind as compared to other variables. 
It is because the wind is a highly dynamic variable that can 
be largely influenced by local factors such as topographical 
features. Kadaverugu et al. (2021) also suggested that 
dynamic variables (e.g., wind direction and wind speed) are 
less accurately predicted by the WRF model than 
thermodynamic variables (e.g., temperature), which is 
consistent with our results. Moreover, we found the 
performance of the WRF model in simulating the winds at 
these two Arctic stations better than that at other regions, 
especially mid-and low-latitude urban stations (Yang et al., 
2012; Surussavadee, 2017; Kadaverugu et al., 2021; 
Solbakken et al., 2021), which might be caused by two 
reasons. The first reason is the differences in land features 
between Arctic stations and urban stations. BRW and SUM 
in the Arctic have a relatively flat and uniform topography, 
and are less influenced by the presence of buildings and 
vegetation. As a result, the winds at the Arctic stations can 
be more accurately captured by the WRF model with a 
horizontal resolution of several kilometers. In contrast, 
urban stations, with small-scale complex topography and 
multiple categories of underlying surfaces, have relatively 
large deviations in wind simulations. The second reason is 
the uncertainty in anthropogenic heat sources in the WRF 
model. The global population is predominantly distributed 
in mid-and low-latitude regions. Thus, wind predictions in 
the low-and mid-latitude regions by the WRF model were 
heavily affected by unspecified accounting of anthropogenic 
heat release in these regions (Zhan and Xie, 2022). In 
contrast, the smaller population and fewer heat sources in 
the Arctic may lead to a more accurate prediction of 
meteorological parameters at Arctic stations. 

The comparison of statistical metrics between two 
stations demonstrates that the simulation of wind for BRW 
is inferior to that for SUM. As mentioned before, BRW is a 
coastal station and the prevailing wind during the studied 
period is mainly from the Beaufort Sea. We thus suggest 
that the deviations in U- and V-wind simulations at BRW  
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Figure 5  A comparison between simulations and observations for U-wind at BRW (a) and SUM (e), V-wind at BRW (c) and SUM (g). 
Differences between simulations and observations are also presented in U-wind (b) and V-wind (d) at BRW, and U-wind (f) and V-wind (h) 
at SUM. 
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may come from the overestimation of the wind speed over 
the Beaufort Sea. It is well known that surface properties 
such as the roughness length are key factors for near-surface 
wind predictions (Liu et al, 2022). However, the WRF 
model considers the sea as a flat surface with a constant 
height and roughness length, while the real sea has a larger 
roughness length because of the change in the height of the 
sea surface (Carvalho et al, 2013, 2014). The lower 
roughness length implemented in the model over the sea thus 
gives a higher wind prediction because of the smaller friction 
between the air and the sea surface. Hughes and Veron (2015) 
also obtained a conclusion that the simulating WRF bias of 
surface wind speed in coastal areas is larger than that in 
inland areas, which is in agreement with our results. 

The above results, containing surface pressure, 2 m 
temperature, zonal and meridional winds, reveal that WRF 
is capable of capturing meteorological parameters precisely 
in the Arctic during the studied period. Correlation 
coefficients for these meteorological parameters are 

generally above 0.74 throughout the entire month. Among 
these near-surface meteorological parameters, WRF predicts 
the surface pressure the best at both stations. In contrast, the 
prediction of the 10 m wind is the poorest among all these 
meteorological parameters. However, the wind simulations 
for these two Arctic stations were found to be much better 
compared with simulations for other regions such as mid- 
latitude regions. In addition, in our study, meteorological 
simulations for SUM are generally more accurate than those 
for BRW due to the differences in types of underlying 
surfaces (i.e., sea and land) and locations of the stations. 

3.2  One-month synoptic analysis at BRW and 
SUM 

An analysis of synoptic patterns in April, 2019 was 
performed in this study by using surface weather charts 
from WPC. The time resolution of the charts is 3 h. We 
selected 4 different time points (Figure 6) to analyze. 

 
Figure 6  A selection of WPC surface weather charts (a–d) for the studied area. Different weather systems (i.e., cyclones and anticyclones) 
are marked using rectangles and their names are displayed in the top of the rectangles. Locations of the two Arctic stations (BRW and SUM) 
are also indicated using black points.  
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3.2.1  Synoptic analysis at BRW 

The surface weather charts for the BRW station and 
surrounding areas are presented in Figure 6. It is seen in 
Figure 6a that a strong anticyclone (H1) appeared over the 
Beaufort Sea that is to the north of BRW on 3 April, and the 
high surface pressure at the center of the anticyclone 
reached 1042 hPa. At the same time, another anticyclone  
(H2) was also located over the Gulf of Alaska. Thus, the 
surface pressure at BRW was extremely high at this time, as 
shown in Figure 3a, because BRW was under the influence 
of these two high-pressure systems. Then, a new cyclonic 
system (L2 in Figure 6b) was gradually formed on the Gulf 
of Alaska, and thus BRW and nearby areas were later 
controlled by a low pressure, on 8 April as illustrated in 
Figure 6b. The surface pressure of BRW dropped to a 
minimal value at this time, which is consistent with the 
temporal change of surface pressure shown in Figure 3a. 
After that, due to continuously cyclonic and anticyclonic 
activities (L3, H4 in Figure 6c and L5, L6 in Figure 6d) 
formed on the Beaufort Sea and Gulf of Alaska, the surface 
pressure at BRW fluctuated, following the changes of 
weather systems in the rest of studied period. 

3.2.2  Synoptic analysis at SUM 

Figure 6 also shows the weather situations for the 
SUM station and surrounding areas. At first, a cyclonic 
system (L1 in Figure 6a) was formed in the southwestern 
coast of Greenland, accompanied by a low pressure center 
on 3 April. Thus, the surface pressure at SUM dropped, 
consistent with the results shown in Figure 3b. Then an 
anticyclone (H3 in Figure 6b) appeared in central Greenland, 
and thus SUM is then controlled by a high-pressure system.  
Next, the high pressure at Greenland was weakened and two 
intense cyclones (L4 in Figure 6c) were formed in the North 
Atlantic Ocean that is to the south of Greenland, and several 
low pressure centers (L7 and L8 in Figure 6d) also appeared 
near the SUM station on 15 April, so the surface pressure at 
SUM decreased gradually. Afterwards, SUM was 
consistently controlled by a high-pressure system, so the 
surface pressure gradually increased from 27 April to 30 
April (Figure 3b). 

3.2.3  Simulations of synoptic patterns at BRW and 
SUM 

We displayed the spatial distributions of meteoro- 
logical parameters in WRF simulations during April  
(Figure 7 and Figure 8). The meteorological parameters 
included are sea level pressure, 2 m temperature, and 10 m  
wind. We compared the simulated weather systems (i.e., 
cyclones and anticyclones, low-pressure and high-pressure 
centers) surrounding both stations with those obtained from 
the weather analysis. We concluded that the locations of 
cyclones and anticyclones and the values of low-pressure 
and high-pressure centers in simulations are basically in 
good agreement with those shown in the weather charts. For 

example, it is seen in Figure 7a that the WRF model 
simulated an anticyclone (H1) over the Beaufort Sea, which 
is consistent with the surface weather chart shown in  
Figure 6a. Likewise, cyclones in western Greenland such as 
L1 shown in Figure 6a were also reproduced in Figure 8a. 
Thus, the WRF model is able to accurately capture the 
changes of synoptic patterns in the Arctic. 

In summary, we found that cyclonic and anticyclonic 
systems occurred frequently in the Arctic during April 2019. 
These weather systems are major factors controlling the 
variation of meteorological parameters such as the pressure 
in the Arctic. Furthermore, the WRF model is able to 
accurately capture the changes of weather systems around 
these Arctic stations. 

4  Conclusions 

In the present study, we used the WRF model to 
simulate the meteorological changes in regions near two 
Arctic stations (i.e., BRW and SUM) during April 2019. 
The model performance in capturing meteorological 
parameters and weather systems is assessed and the reasons 
causing deviations between simulations and observations 
are also discussed.  

Based on the comparison between WRF model 
simulations and observations, we found the model 
performance satisfying in capturing meteorological 
parameters in the Arctic. Among these meteorological 
parameters, the model was found to have the highest 
accuracy in predicting the surface pressure while it has the 
lowest accuracy in predicting the wind at these two Arctic 
stations. However, the wind predictions by the WRF model 
for the Arctic stations were found to be significantly better  
than that for urban stations in mid- or low-latitude regions. 
We attributed the reasons to the differences in land features 
and anthropogenic heat sources between these regions. The 
Arctic stations (i.e., BRW and SUM) have relatively flat 
terrains and few buildings. Thus, the WRF model with a 
spatial resolution of several kilometers can capture the wind 
in the Arctic more accurately. Moreover, the small 
population and few heat sources in the Arctic may also lead 
to a more accurate prediction of meteorological parameters 
at Arctic stations. 

The present study also revealed the meteorological 
predictions by the WRF model for the SUM station better 
than those for the BRW station. For the temperature 
prediction, we suggested that the less accuracy of the WRF 
model for coastal stations (i.e., BRW) is due to the 
inaccurate representation of the sea ice and the inadequate 
parameterization of the cloud in the model. With respect to 
the wind, we suggested that the relatively large deviations 
in wind simulations at coastal stations may come from the 
overestimation of the wind speed over the sea. It is because 
in the WRF model, the sea is often treated as a flat surface  
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Figure 7  Sea level pressure, 2 m temperature and 10 m wind in simulations of BRW. The times in Figure 7 (a–d) are consistent with 
those in Figure 6 (a–d). Different weather systems (i.e., cyclones and anticyclones) are marked using rectangles and their names are 
displayed in the top of the rectangles. The location of the BRW station is also indicated using black points. 

with a unchangeable height and a constant roughness length, 
while in reality the sea possesses a larger roughness length 
due to the change in the surface height. The lower 
roughness length in the model thus gives a higher wind 
prediction over the sea as well as at coastal stations. 

We also assessed the WRF model performance in 
simulating weather systems in the Arctic during the 
analyzed time period, and we found that the WRF model 
can successfully capture the variations of these weather 
systems such as cyclones and anticyclones. 

The findings obtained in this study can provide 
additional evidences for meteorological predictions in the 
Arctic. They are potentially helpful in simulating extreme 
events, supplementing meteorological observations, 
improving understanding of synoptic changes in the Arctic, 
and providing meteorological results for predictions of air 
constituents in the Arctic. In the future, we wish to perform 
WRF simulations for different years, seasons and multiple 
stations, so that a long-term model performance in predicting 
meteorological conditions in the Arctic can be assessed. 
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Figure 8  Sea level pressure, 2 m temperature and 10 m wind in simulations of SUM. The times in Figure 8 (a–d) are consistent with 
those in Figure 6 (a–d). Different weather systems (i.e., cyclones and anticyclones) are marked using rectangles and their names are 
displayed in the top of the rectangles. The location of the SUM station is also indicated using black points. 
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Supplementary Figure 

 
Figure S1  Sea level pressure, 2 m temperature and 10 m wind in simulations of BRW during 00:00 on 14 April to 00:00 on 21 April 
(UTC, Figures S1a–S1d). Different weather systems (i.e., cyclones and anticyclones) are marked using rectangles and their names are 
displayed in the top of the rectangles. The location of the BRW station is also indicated using black points. 

 


